We suggest a new approach to building semantic maps based on formal concept analysis, which offers concept lattices as a convenient way to represent and analyze object--attribute relations [2]. Concept lattices can be used as an intermediate stage in constructing classical semantic maps [4]; they can also be regarded as self-sufficient semantic maps of a new kind [6].

As an illustration, we show below a part of the concept lattice based on the M. Haspelmath's indefinite pronouns data [5]. Every node of the lattice corresponds to a formal concept characterized by its extent, which is a set of words, and intent, which is the set of meanings or functions shared by the words from the extent. These meanings can be read off by looking at the labels immediately above the corresponding node and above all nodes reachable by upward arcs. A node is bold if and only if there is a lexeme whose set of meanings is exactly the intent of the corresponding concept. For example, there is no lexeme whose only function is “Irrealis Non-specific”, and therefore, the corresponding node is not bold. Every lexeme with this function has the function “Specific Unknown” or the functions “Question” and “Conditional”; in the diagram they are reachable by upward arcs from bold nodes below the “Irrealis Non-specific” node. Also concept lattices represent the hierarchical structure of lexemes in a studied field: the more general a concept is the lower on a diagram it lies.

Concept lattices are free of many problems of classical semantic maps mentioned in [3]. Firstly, concept lattices fit the underlying data much better than standard graph-based maps, which usually allow many combinations of meanings or functions that never occur in data. Secondly, concept lattices can be automatically generated from linguistic data. Thirdly, they make it easy to visualize frequency patterns and dependencies between meanings. Also, concept lattices provide a lossless way to represent information in data: the initial data can be reconstructed from its concept lattice. However, all this comes at the price of increased representation complexity as compared with other types of semantic maps. A partial solution to this problem is offered by software tools for interactive lattice exploration.

It often happens that our initial data is incomplete or unreliable. Formal concept analysis offers a technique, conceptual exploration, that can help complete or verify data through communication with “experts” (linguists or native speakers) [1]. The algorithm analyzes dependencies that exist in data and asks experts to verify a dependency or provide a counterexample. For instance, it may happen that every word in our dataset that combines meanings $a$ and $b$ also has meaning $c$. When asked to verify this rule in general, an expert may provide a counterexample by extending the dataset with a word that has meanings $a$ and $b$, but not $c$. The algorithm is designed to ask as few questions as possible. Thus, a small amount of data in the beginning can be efficiently expanded to a large dataset. The set of dependencies verified by the experts
by the end of the algorithm can also be of interest, since it lists universal dependencies that hold in the semantic field under study.
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![Figure 1: Part of the concept lattice based on the Haspelmath's indefinite pronouns data](image-url)
In my doctoral dissertation (Chantrain, to appear), I studied the semantic evolution of eight parasynonymous lexemes belonging to the ‘unbounded time’ domain (that is, with no intrinsically defined limit) in Ancient Egyptian. The study has a strong diachronic dimension, spanning over 2000 years (approx. 2700-700 BC), and is based on a large corpus (about 1120 tokens). The chosen lexemes, 3.t, wnw.t, nw, tr, hw, rk, ḫw, and hnty, which are too often confused in translation, have been organized around three pivot-notions (François 2008, Haspelmath 2003): {moment}, {period} and {epoch}. Each lexeme has to actualize at least one of these notions for at least one stage of its diachronic evolution. Each of these notions corresponds to a subdivision of the ‘unbounded time’ domain.

The first part of my research focused on the semasiological study (Polis & Winand 2015) of these lexemes. It was based on a syntagmatic analysis, for which I devised a distributional semantic model, and on a componential analysis (i.a., Cruse 2011).

In the second part, I studied how these lexemes interact within a semantic network (onomasiology). I then presented the results in a set of semantic maps. Interestingly enough, the semantic map model I developed is the outcome of an intralinguistic lexical study (see also Winand 2016 in the same spirit, and Grossman & Polis 2012 for a study on grammatical polyfunctionality in Egyptian) and has thus no intrinsic typological dimension (in contrast with most semantic map models used in grammatical and lexical studies, i.a. Georgakopoulos et al. 2016, Haspelmath 1997, Narrog 2010). Comparison as the main criterion remains however present since it applies in diachrony to a set a parasynonymous lexemes that build up an elaborated multilevel network.

I here propose two series of lexical semantic maps: mono-lexeme diachronic semantic maps and pluri-lexeme semantic maps. The first series illustrates the semantic evolution of each lexeme in diachrony – including the diglossia phenomenon – and its situation within the ‘unbounded time’ domain. The second series, which takes into account all the lexemes considered in this study, visualizes the diachronic evolution of the semantic network.
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“Some meticulous senses and the lessons drawn”

There are cases when there are not one or two words to express something in a language, but more, even ten or twenty words for expressing the same very specific sense. In the case of Hungarian, there are certain domains of activity that can be expressed in extremely detailed terms, i.e. with many different words. This is the case when someone speaks or says something in a way that it cannot be understood.

I have analyzed 30 Hungarian verb meanings that fall in this category and other 28 very similar to these, and also their English and Romanian equivalents. This means a corpus of 132 verbs and 192 verb meanings. The Hungarian data are derived from a corpus based on the Dictionary of Hungarian language, while the English and Romanian data are extracted from dictionaries (cf. the bibliography).

Using the methodology proposed by FRANCOIS 2008 for isolating senses in lexical units, in my poster I present the semantic map of two senses: that of saying something so that it cannot be understood and that of speaking in a way that it cannot be understood. The two differ in their meaning ('speaking' vs. 'telling something') and in their complementation; the first one can have a direct object complement while the latter cannot. Next, I also show a map with links to other meanings related to these senses. Finally, I will show a map in which I replaced the senses with the verbs that express them. Putting these maps side by side we will be able to see the connections (even changes in meaning) and correspondences between the phonological, grammatical and semantic properties of these verbs.

It seems that verbs with different meanings but similar sound form tend to take on another meaning, as if to be similar in meaning if similar in sound form.

In many cases grammatical and semantic meaning can easily be differentiated. But also in many cases they cannot. It seems obvious that sometimes the borderline between what is grammatical and what is semantic cannot be drawn adequately. I believe this suggests that we should not draw that line, and consider analyzing the two, or to be more precise: three dimensions of meaning (grammatical, semantic and phonological) together as a whole. Multi-dimensional semantic maps could make this possible.
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This paper addresses the dative domain in Nakh-Daghestanian languages. Most if not all Nakh-Daghestanian languages have specialized experiencer (“affective”) constructions that differ from the ergative constructions in terms of case marking of the experiencer argument (lative/dative/affective). Experiencer constructions do not cover all dative functions identified by Haspelmath (2003), but there is considerable overlap. Most notably, experiencer constructions include perception, volition and cognition verbs such as ‘to see’, ‘to hear’, ‘to know’ and ‘to want’, which are not part of the dative domain as presented by Haspelmath (2003). The semantic, morphosyntactic and diachronic properties of experiencer constructions in Nakh-Daghestanian have been studied intensively in the past years (e.g. Comrie & van den Berg 2006, Ganenkov 2006, 2013, Comrie et al. 2018), and on the basis of the data two different semantic maps have been proposed. The maps illustrate the case marking patterns of the experiencer argument and thus show which dative functions are covered by which case markers.

The aim of this paper is twofold. First, I will compare the semantic maps by Ganenkov (2006) and Forker (2010) to the semantic map of the dative functions by Haspelmath (2003). Second, I will take into consideration the data by Ganenkov (2013) who investigates a shift from dative marking to ergative marking of experiencer construction in a subgroup of Nakh-Daghestanian languages. This data allows us to convert the lines in the proposed maps into arrows that indicate a diachronic shift.
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“**A diachronic semantic map of temporal, causal and conditional relations**”

I will present a diachronic semantic map showing how the structure of the semantic space synchronically shared by a group of discourse connectors (conjunctions, adverbs and particles) in German, Norwegian, English and Bulgarian may have evolved due to systematic semantic shifts from temporality to causality, conditionality, consecutivity, and contrast.

The map is based on a comparison between the different synchronic uses of Norwegian da, its German cognate da, German denn, dann, their English cognates then, than, and Bulgarian togava. This comparison reveals recurring polysemous patterns for these forms, where each item expresses a different subset of the same set of conceptual relations. I take this recurrent polysemy as an indication that the functions expressed by these connectors are semantically related, on the assumption of a form-function iconicity (cf. Haiman 1985, Malchukov 2004). The arrangement of functions on the map and the directionality of semantic change are based on an analysis of the semantic affinities between the individual functions, diachronic evidence, as well as the consideration of general properties of grammatical change, such as increasing abstractness and generalization to new contexts (cf. Haspelmath 2000).

This work contributes to the workshop’s topic “Semantic maps and diachrony” and in particular to clarifying the relation between synchronic and diachronic maps. The diachronic map I will present is the result of employing diachronic evidence as a repair strategy in cases where the synchronous map did not “work” properly for items that only seemed to cover discontinuous regions of the semantic space. For such items, diachronic data revealed that the synchronous discontinuity is due to a loss of earlier uses in the process of semantic change (cf. also Haspelmath 2000 who points at this mismatch between synchronic variation and diachronic change as an urgent problem for future semantic maps research).
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“A Semantic Map of the Coptic Complementizer če- based on Corpus Analysis: Grammaticalization and Areal Typology in Africa”

Coptic forms the last stage of the Ancient Egyptian language, which constitutes by itself an independent branch of the Afro-Asiatic language family. The Coptic complementizer če- was grammaticalized from a bound form of the verb “say,” yielding a highly polysemous functional element. Next to continued homonymy with a form of the verb “say,” it is mainly used as a quotative marker introducing direct speech as in (1), but also to introduce names (2).

(1) peča-s na-f če-ou pe pai pa-šere ... said-3SGF to-3SGM če-what COP.SGM DEM.SGM POSS.SGM:1SG-son ...

“He said, ‘what is this, my son, …’” (Apophthegmata Patrum)

(2) hm-pou-ran če-apʰi̯tʰonia by-POSS.SGM:2SGF-name če-Aphthonia “by your name ‘Aphthonia’” (Besa/To Aphthonia)

By a process of extension, če- came to mark object clauses of cognition verbs such as “know” (3), and perception verbs such as “see,” “hear” (4), as well as psych verbs such as “fear.”

(3) ti-sooun če-e-k-ti̯-oubê-i an 1SG-know če-FOC-2SGM-give-against-1SG NEG “I know that it is not against me you fight” (Shenoute/Not Because a Fox Barks)

(4) e-k-šan-sôtâm če-a-u-bók e-m-ma n-šine n-n-dâimôn COND-2SGM-COND-hear če-PST-3PL-go to-DEF.PL-place of-oracle of-DEF.PL-demon “if you hear that they have gone to the oracles of demons, (…)” (Shenoute/Not Because a Fox Barks)

Evolving beyond a complementizer for embedded speech, če- developed further functions including causal marking (saying the reason → supplying a reason, (5)), use as part of a lexicalized complex marker ebol če- “because” (lit. “out of saying,” (6)), as well as a generic complementizer, e.g. introducing subject clauses without lexical or discourse relation contributions (7).

(5) če-ntok pe teu-helpis če-2SGM COP.SGM POSS.SGM:3PL-hope “because you are their hope” (Shenoute/Not Because a Fox Barks)

(6) ebol če-se-šône out če-3PL-sick “Because they are sick” (Apophthegmata Patrum)

(7) ou-katakrîma na-k n-ouêr pe INDEF.SG-condemnation to-2SGM of-how_much COP.SGM
“How much of a condemnation is it to you, that you transgressed in the 40 days?”
(Shenoute/Not Because a Fox Barks)

Shisha-Halevy (1991:202) indicated the adnominal usage of ĉe which is a characteristic of Shenoutean Sahidic (8).

(8) mnn-ce-pistis mnn-ce-helpis n-hôb
NEG.EXIST-other-faith NEG.EXIST-other-hope of-thing
n-agaf/on ĉe-n-f-šoop na-s an
of-goodness ĉe-NEG-3SGM-belong to-3SGF NEG
“There is no faith, there is no hope of goodness that does not belong to it” (Chassinat 1911:125.38ff., quoted and translated by Shisha-Halevy 1991:202)

Finally, Shisha-Halevy (1986:78) also suggests a possibility that there is a usage of ĉe-denoting “as if” with a circumstantial clause (9).

(9) hn-tʰupokrisis ĉe-e-u-šlêl
in-DEF.SGF-hypocrisy ĉe-CIRC-3PL-pray
“(They raise their hands) in the hypocrisy as if they were praying” (Leipoldt 1908:45.5, also quoted by Shisha-Halevy 1986:78, footnote 84)

In this paper, we explore the semantic map of ĉe- in Coptic corpora from Coptic SCRIPTORIUM (http://copticscriptorium.org/, cf. Schroeder and Zeldes 2016) using quantitative analysis across genres and periods. We analyze its grammaticalization process against the background of Pre-Coptic Egyptian corpora from the Thesaurus Linguae Aegyptiae (http://aaew.bbaw.de/), and draw a semantic map of this grammaticalization pattern. There are two possible scenarios of the historical change of ĉe-: (i) developed from r-dd as in (10) (cf. Collier 2007:43-6), (ii) developed from m-dd as in (11). Stéphane Polis also discusses the grammaticalization path and the semantic conditions of the extension of dd to perception verbs at length in his Ph.D. thesis (Polis 2009:344-97).

(10) sdm(cf) r-dd nż rmṯ ln
hear.PST(-1SG) r-dd DEF.PL people proceed.STAT
r jr-t hsw m psj pr-n-stʃs
to take-INF possession in DEM.SGM portable_chest
“I noted that the people proceeded to take possession of this portable chest (i.e., funerary equipment).” (pMayer Art. 1, 14-15, Junge 2001:219, quoted and glossed by Kramer 2012:102-3, ex. 55)

(11) jw-tw r-rf-t ṭrq pʃ z 2 m-dd (...)
COMP=DET FUT-give-INF swear DEF.SGM man 2 m-dd
“The two men shall be made to swear as follows: (...)” (P. UC 32055, ro 9, transcribed, glossed and translated by Stauder 2014:468, ex. 10)
Finally, we consider areal aspects of the phenomenon from a typological perspective based on Güldemann’s work on quotatives in Africa (Güldemann 2008).

References
“Revisiting semantic maps: the case of comitatives”

In my talk, I'm going to focus on the existing semantic maps proposed for comitatives and related functions (Luraghi 2001; Haspelmath 2004; Stolz et al. 2006, Narrog & Ito 2007; Narrog 2010, etc.). It can be said that two major perspectives are usually taken: the first is typically based on the idea that comitatives encode a specific semantic role or are treated as a case-like function (the so-called comitative-instrumental continuum and similar matters); the other relates comitatives to coordination. However, a more general perspective of participant plurality can be taken: it has been developed by Arkhipov (2009a, b) and can be seen as a fruitful approach allowing for the search of stricter definitions and valid comparable contexts.

By analysing some additional data, mostly taken from the Circum-Baltic languages, I will discuss how some markers and constructions that are sometimes neglected in grammars as peripheral can actually enrich our knowledge about particular grammatical domains. For instance, a Latvian non-basic comitative marker līdzi is in fact dedicated, encodes a very remarkable type of comitative constructions and can be argued to function as a presupposition trigger. This allows both to single out an additional comitative function and to address the similarity of such markers to additive markers (particles), which is particularly interesting, as Forker (2016) has no information on comitatives in her semantic maps of additives. In fact, there is additional evidence in favour of this similarity: in Swedish, the comitative marker med is already widely used as an additive particle in the contexts that are distributionally different from typical comitative constructions.

In addition, I will address the usually neglected sociative function (‘together’) and will discuss how it fits the existing knowledge on comitatives and how it can be mapped at the semantic space of related categories.
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“The Catalogue of semantic shifts as a way to represent semantic variability”

After being for a long time considered as a lateral branch of etymological studies, the phenomenon of semantic change has become an object of intensive research within the framework of various theoretical approaches: grammaticalization theory, cognitive diachronic semantics and lexical typology (see, e.g., Juvonen and Koptjevskaja-Tamm 2016; Newman 2015). The wide variety of terms – lexical change, semantic derivation, semantic shift, regular polysemy, semantic associations, colexification, etc. – is indicative of the complexity of this phenomenon (see Vahno 2008 and various articles therein that make use of different labels).

The conception of *The Catalogue of semantic shifts* is being developed in the Institute of Linguistics in Moscow by a research group under the guidance of Anna A. Zalizniak. It is realized in the form of a Database of semantic shifts in languages of the world (DatSemShift; see Zalizniak et al. 2012). In the wider approach adopted in compiling the database, a “semantic shift” between two different meanings is understood as “a cognitive proximity of two meanings A and B that reveals itself in synchronic polysemy, diachronic semantic evolution, morphological derivation, cognates and borrowings” (Zalizniak et al. 2012).

The methodology of semantic shifts used in the DatSemShift can be seen as an alternative to that of semantic maps, each of them having advantages and disadvantages. On the one hand, the semantic maps methodology, first suggested for the description of grammatical meanings, allows us to display the possibilities of linguistic articulation of a given conceptual domain and to compare variants chosen by different languages (see Haspelmath 2003; van der Auwera & Plungian 1998, among many others). On the other hand, the semantic shifts methodology is best designed to handle big data of pairs of associated meanings belonging to different semantic fields. The two methods are complementary to each other. The DatSemShift does not show the whole picture of relations within one semantic field, but it can serve as a good open online platform aimed to reveal semantic shifts in languages of the world and to estimate their regularity and areal distribution.

In this presentation, I will compare the two methodologies and reflect on which one is more suitable for what types of linguistic data and for what research purposes. As a case study, I will focus on the semantic field of Kinship terms, with a special reference to Dravidian languages.
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